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Abstract—Absorption and scattering of light in an underwater
scene saliently attenuate red spectrum components. They cause
heavy color distortions in the captured underwater images. In
this letter, we propose a method for color-correcting underwater
images, utilizing a framework of gray information estimation
for color constancy. The key novelty of our method is to utilize
exposure-bracketing imaging: a technique to capture multiple im-
ages with different exposure times for color correction. The long-
exposure image is useful for sufficiently acquiring red spectrum
information of underwater scenes. In contrast, pixel values in the
green and blue channels in the short-exposure image are suitable
because they are unlikely to attenuate more than the red ones. By
selecting appropriate images (i.e., least over- and under-exposed
images) for each color channel from those taken with exposure-
bracketing imaging, we fuse an image that includes sufficient
spectral information of underwater scenes. The fused image
allows us to extract reliable gray information of scenes; thus,
effective color corrections can be achieved. We perform color
correction by linear regression of gray information estimated
from the fused image. Experiments using real underwater images
demonstrate the effectiveness of our method.

Index Terms—Underwater image, Color correction, Exposure
bracketing imaging.

I. INTRODUCTION

HE development of underwater imaging techniques has
attracted considerable attentions in recent years. How-
ever, absorption and scattering of light in an underwater scene
cause heavy color distortion, making it difficult to recognize
and analyze objects. If underwater images can be corrected to
one of a canonical (i.e., white) illumination environment, they
can contribute to marine biology progress. Thus, the aim of
this study is correcting color distortions of underwater images.
The mechanisms of color distortions of underwater images
are described as follows. Because of absorption and scatter-
ing, light spectrum components corresponding to wavelengths
ranging from 600 to 700 nm (i.e., red light) particularly
attenuate compared to those of other wavelengths [1]. In
addition, the amount of color distortion in underwater images
increases as the traveling distance of light to the camera
increases. Thus, the amount of color distortion varies spatially
depending on the scene depth in the image.

To address underwater imaging problems, many researchers
have attempted restoring images by extending the optical
imaging models of the air to underwater scenes [2]. With
their imaging models, they restored underwater images using
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methods such as dark channel prior-based approaches [3]-[6],
stereo imaging [7], and image restoration via depth estimation
from the red channel [8]-[10]. In fact, methods based on
their optical imaging models require accurately estimating
background light [11]. Thus, it is difficult to apply them to
underwater images where no background light exists.

Other statistical-based approaches have been proposed, such
as Von Kries hypothesis-based histogram equalization [12],
histogram equalization using mean value and mean square
error [13], [14], and contrast-limited adaptive histogram equal-
ization [15], [16]. However, these statistical-based methods
cause over-emphasis or under-emphasis in underwater image
correction, where only a small amount of red spectrum com-
ponents can be captured.

Unlike these methods, we utilize a framework of gray
information estimation for color correction (e.g., gray world
[17], gray edge [18], shades of gray [19], and gray pixels [20]).
In underwater images, however, it is difficult to extract reliable
gray information, because gray pixels (i.e., those having the
same reflectance in every color channel) in underwater images
are likely to have low intensity values owing to salient
attenuations in the red color component. Thus, it is difficult to
discriminate between the detected gray information and image
noise. Hence, the direct use of these methods is inadequate to
achieve effective color correction of underwater images.

To address this problems, we capture underwater scenes
by using exposure-bracketing imaging: a technique to capture
multiple images with different exposure times. The long-
exposure image is useful for sufficiently acquiring red spec-
trum information of underwater scenes. In contrast, pixel
values in the green and blue channels in the long-exposure
image will saturate because the green and blue components
are unlikely to attenuate more than the red ones. To avoid
pixel saturation of the green and blue channels, we take their
pixel values from the short-exposure image. Hence, we fuse
an image by selecting appropriate color channels from the
captured images. This allows us to gain sufficient spectral
information of scenes. Thus, our method enables us to perform
efficient color correction of underwater images because gray
information can be accurately extracted from the fused image.

The contributions of this study are summarized as follows.
We leverage exposure-bracketing imaging to acquire sufficient
spectral information of underwater scenes. Our adaptive use of
multiple images taken with different exposure times allows us
to accurately extract gray information from scenes. Thus, ef-
fective color correction can be achieved based on a framework
of color constancy.

This paper is the extended version of our earlier study [21].



Our new contributions are as follows. First, we introduce a
technique of outlier elimination, based on characteristics of
underwater scenes, into the framework of gray pixel detec-
tion. Second, we introduce a linear regression approach to
effectively correct color distortion using gray pixels.

II. IMAGE FUSION USING
EXPOSURE-BRACKETING IMAGING

Figure 1 illustrates an overview of the proposed method.
We fuse an image, including sufficient spectral information
of a scene, by using multiple images taken with exposure-
bracketing imaging. We perform color correction of this syn-
thesized underwater image using gray information of scenes.

A. Image Selection

Let I={I;,...,1,,,....,I5/} be a set of RGB images taken
with exposure-bracketing imaging. They are taken with M
different exposure times. We define each image as I,, =
(IR 1S 1B). Using I, we synthesize an image, H, containing
sufficient spectral information of underwater scenes.

Generally, it is difficult to obtain enough red spectral
information from a short-exposure image because of the salient
attenuations of red components. In contrast, the green and blue
components will saturate in the long-exposure images. Thus,
we select images that have less over- and under-exposed pixels
in each color channel. For each image, I, (I € {R, G,B}), we
count over- and under-exposed pixels as

T

C(L,) = Y Bin(I},(n);0) , (1)
n=1

where I/ (n) is the value of the n-th pixel in I/ ; T' denotes

the number of pixels of I! . The binary classification operator,
Bin(; ), is defined as

1 if (I,(n) <o) or (I,(n) > U — o)
0 otherwise

)

2
where U is the maximum pixel value in an image. For
example, if the bit depth of the image is 8, U becomes 255.
Additionally, o is a truncation parameter. The number for the
image that has the least over- and under-exposed pixels for
each color channel, m!, can be estimated as

Bin(L, (n); o) = {

m! = arg min C(I.)) .

3)
B. Image Fusion

Exposure-bracketing imaging records multiple images with
different timings. Thus, spatial misalignment between these
images are observed. To compensate such misalignment, we
apply a dense adaptive self-correlation descriptor (DASC)
[22], which is used to estimate the visual correspondences
between two images, to I, ,r, I,,¢, and I,,5. Typically, the
compensation accuracy of spatial misalignment between two
images decreases when the shooting times are largely different
from one another. To mitigate deterioration of performance of
visual correspondences, we set the reference image as the one
taken at the median timing m™< among I,,,x, I,,c, and I,,,5.
Therefore, the aligned image imz can be obtained as
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Fig. 1. Overview of the proposed method: (i) image fusion using exposure-
bracketing imaging; (ii) color correction using gray pixels.
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where D(A, B) represents an image registration operator that
aligns image A with B; it is computed by DASC. Using the
aligned images, we synthesize H = (H®, H%, HB) as

Hl _ il . if ml # mmd
IZM otherwise .

III. COLOR CORRECTION USING GRAY PIXELS

A. Gray Pixel Detection with Outlier Elimination

&)

We first detect gray pixels, X = {x;}i=1, . ~, by using
the method referenced in [20]. In our method, to improve the
accuracy of gray pixel detection in underwater images, we
introduce a scheme for elimination of outlier gray pixels based
on characteristics of light attenuation in underwater scenes.

In underwater scenes, the amount of color distortion changes
gradually depending on light propagation distance. Thus, we
suppose that the gray pixels are likely to distribute continu-
ously in the RGB color space. We consider outliers to be gray
pixels that are isolated in the RGB color space.

We perform outlier elimination based on the proximities of
gray pixels in the RGB color space. Specifically, we utilize
the following iterative procedure.

Let Z(F) = {ng)}izl,...,Nk be a set of gray pixels that are
classified as the correct ones at the k-th iteration. Additionally,
we define a subset of X that is not evaluated at the k-th
iteration as Y(¥) = {ygk)}izl’,,,,N,Nk (e, YF) = X\Z®),
We iteratively update Z(*) until Y*) = (). Below, we describe
details of this iterative procedure.

1) Initial Step: We assume that many components in X can
be detected correctly because the fused image, H, includes suf-
ficient spectral scene information. Based on this assumption,
we consider that the gray pixels that are close to the centroid
of X in the RGB color space would be the correct ones. Based
on this assumption, we obtain ZO) ag

ZO = {x; | ||x; — o||2 < th} , (6)
where o is the centroid of X in the RGB color space; th is
a threshold; and || - ||o denotes £ norm. We then obtain Y (*)

as YO = X\Z©),

2) Iteration: Based on the assumption of which correct
gray pixels would be continuously distributed in the RGB
color space, we evaluate Y *~1) by measuring the proximities
between Y(#~1) and Z(*~1_ Specifically, Z(*) is updated as

Z® =z 4y D 50, < ny L)
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Like the initial procedure, Y (*) is updated as Y *) = X\Z®*),
After this iterative processing, we obtain a set of gray pixels,
Z, that are used for color correction.

B. Color Correction of Fused Image

Using Z, we perform color correction of H. In a canonical
illumination environment, gray pixel has the same intensity
value for all the color channels (i.e., RGB). In addition,
there are linear relationships between each color channel
with respect to changes in the pixel intensity. We use the
characteristics of gray pixels as a prior for color correction
of underwater images.

1) Scene Clustering: As described earlier, color distortions
of underwater images vary spatially. Thus, the linear relation-
ships of gray pixels between color channels will also be differ-
ent depending on regions in the image. To adaptively correct
color distortions of underwater images, we first perform k-
means clustering of Z to divide H into S regions, Hy, ..., Hg,
as was done in the previous color-correction method [20].
We utilize a spatial proximity (i.e., Euclidean distance in the
image) and a color similarity (i.e., Euclidean distance in the
RGB color space) between components of Z as criteria for
clustering processing. We define a subset of gray pixels that
belong to the s-th cluster as Z; = {21, ..., Z5 N, }-

2) Estimation of Linear Conversion Operator: We consider
that gray pixels belonging to the same cluster will have a
similar amount of color distortions. Hence, we estimate the
linear relationships of gray pixels for each cluster. We estimate
a linear conversion operator for color correction, such that red
and blue intensity values align with the same as that of green
channel. Based on the linear relationships between each color
channel, we model the relation between green and the other
channels as

c _ ¢, G

Zs,t - aszs,t + bg ce {R’B}a = 13 "'aNS ) (8)

where a¢ and b¢ are coefficients of linear conversion for the
s-th cluster. We apply a linear principal component regression
to Zs to estimate a$ and bS.

3) Color Correction: With the estimated coefficients of
linear conversion, a$ and b¢, we perform color correction
of H. We then obtain color-corrected underwater image,
J = (J®,JG,JB). In this processing, we assume that the
linear conversions that are close to the position of target pixel,
p, will effectively contribute to the color correction for the
pixel value, H(p). Thus, we define the weight, w(p), as

’LUS p 7exp 2a2\/m ?

where « is a parameter that controls weighting sensitivity.
Additionally, ps denotes a position of gray pixel in the s-
th cluster that is the closest to p. The image resolutions with
respect to horizontal and vertical directions are represented as
W and H, respectively.

With the weight, ws(p), we correct color distortion of
H(p) based on mixture of the weighted linear conversions.
We compute the color-corrected image for each channel as

S

lzws(p)w ,

J¢(p) =
(p) u pr

(10)

s=1

where p1 = ) ws is a normalization coefficient.

IV. EXPERIMENTAL RESULTS

We tested the proposed method using six raw underwa-
ter images taken at various water depths (from -12 to -30
meters). Since spectral sensitivities of digital cameras are
typically designed so as to have high sensitivities in the
green wavelength band, raw images seem to be greenish.
However, we can consider that the amount of attenuation of
red spectrum components is different between these images
because they were captured at various water depths. We named
them “S1,” ..., “S6,” respectively. We captured images by
using a Sony Cybershot RX100M5 with the AutoExposure-
Bracketing mode, which automatically sets the exposure times
of captured images. The number of images taken with this
exposure-bracketing imaging to nine (M = 9).

Parameters used in the proposed method were set such that
S varied from 1 to 5, th varied from 0.07 to 1, 0 = 3.9,
and o = 0.2. Because o is a parameter to determine over-
and under-exposed pixels in an image, we consider that it
depends on a camera specification. However, it is difficult
to determine an optimal o from publicly available camera
specification information. Hence, we determined o empirically
by analyzing color histograms of over- and under-exposed
underwater images in the preliminary experiments. For «, we
set the same value as that reported in the previous method
[20]. We observed that varying o made little difference in
the resulting color-corrected images. On the other hand, we
observed that the setting of .S and th influenced the resulting
color-corrected images. Hence, we analyzed the color correc-
tion performance by varying S and th (Sec. IV-B).

Our experiments were run on a Windows PC with an
Intel Core i7-6700 3.4GHz, and we used Matlab R2017a.
The processing time for our computation without optimizing
implementations was approximately 350 seconds. In our com-
putation, image fusion using DASC method [22] is the most
time-consuming part, it costs approximately 160 seconds.

A. Comparisons with State-of-the-art Methods

We compared the proposed method with state-of-the-art
methods. In this comparison, we used five other methods
for underwater image enhancement [5], [23], [12], [24], and
[13]. We also compared our method with our prior algorithm,
proposed in [21]. In addition, because our method is based on
gray information estimation, we evaluated the performance of
other gray information-based methods [17], [20]. We used a
fused image H as input for our method and for [21]. For the
other comparison methods, we used I,,,ma as input.

To quantitatively compare the color correction performance
of our method with that of the other methods, we placed two
color checker boards in scenes S1 through S4. In these scenes,
one checker board was located near to the camera, whereas
the other was positioned far from the camera. We denote them
“Near” and “Far,” respectively. In this quantitative evaluation,
we adopted CIEDE 2000 [25], which is a metric that measures
color differences between two images.

Table I shows the quantitative comparison results of CIEDE
2000 values. Figure 2 shows qualitative comparisons of the
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Fig. 2. Visual comparisons in color correction of underwater images. Note that the scene images were obtained interpolating taken raw images.

reconstructed underwater images for three scenes. As shown in
Table I and Fig. 2, we observed that our method outperformed
the other comparison methods in many scenes. Consequently,
we can state that the proposed method has better performance
compared to that of the other methods.

B. Discussion: Influences with Varying S and th

We analyzed the influences of varying S and th in color
correction of underwater images. We used S1 and S2 for this
evaluation. We varied them such that 0.26 < th < 0.39 and
1<5<09.

Figure 3 shows changes in the CIEDE 2000 values with
varying S and th. We see that our results with varying S
and th compared favorably with that of the other comparison
methods shown in TABLE I. However, we also observed that
the color correction performance varied.

As described in Sec. III-B, we divide an input image
into S regions to adaptively correct spatially-varying color
distortions. This indicates that the choice of S affects the
color correction performance. We think that another clustering
procedure that automatically estimates the number of clusters
(e.g., [26], [27]) would be useful to suppress variations in the
color correction performance.

The parameter th controls how much the detected gray
pixels are used for the color correction of underwater images
(Sec.III-A). If we set a higher value for th, many outliers
will be accepted. In contrast, few gray pixels are employed
for color corrections if we set a lower value for th. In other
words, accurate gray pixels are wrongly classified as outliers.
Because of the above reason, we think that the choice of th
influenced the performance of color correction. To address this
problem, we will use spatial variance of detected gray pixels
as criteria to achieve accurate outlier elimination as in [28].

C. Analysis of Contrast Enhancement Performance

As mentioned earlier, the objective of this study is to
perform color correction of underwater images. However, the
goal of underwater image enhancement is to correct color
distortions, but also recovering contrast of images. Hence,
we evaluated the performance of contrast enhancement by
using the histogram entropy measure. We measured it for the
reconstructed image entirely.

Table II shows the quantitative comparison results of the
histogram entropy measure. We observed that our results were
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TABLE 1
COMPARISONS IN CIEDE2000 VALUES. NOTE THAT THESE VALUES ARE
MEASURED USING THE PIXEL VALUES OF REGIONS OF THE COLOR
CHECKER BOARDS. BEST SCORES ARE REPRESENTED IN BOLD.

5] 23] | [12] | [24] | [13] | [17] | [20] | [21] | Ours
SI(Near) | 52.13 | 20.63 | 1741 | 22.82 | 23.84 | 1459 | 1631 | 12.63 | 11.66
Si(Far) | 55.60 | 1532 | 1898 | 24.08 | 30.00 | 17.81 | 1748 | 14.44 | 13.99
S2(Near) | 52.34 | 28.23 | 20.80 | 22.72 | 23.13 | 1834 | 19.19 | 15.10 | 14.99
S2(Far) | 4152 | 50.51 | 33.53 | 28.00 | 29.56 | 27.40 | 27.05 | 2748 | 27.02
S3(Near) | 35.52 | 43.03 | 26.04 | 1637 | 19.66 | 16.75 | 1640 | 16.15 | 15.46
S3(Far) | 57.11 | 31.86 | 29.37 | 21.66 | 24.94 | 2407 | 23.84 | 18.65 | 19.02
S4(Near) | 52.95 | 25.50 | 19.50 | 20.17 | 23.01 | 1435 | 15.80 | 13.84 | 12.83
S4(Far) | 5500 | 31.58 | 19.84 | 20.27 | 23.65 | 19.29 | 19.77 | 1641 | 14.31

TABLE II

COMPARISONS IN HISTOGRAM ENTROPY MEASURES. BEST SCORES ARE
REPRESENTED IN BOLD.

[5] [23] [12] [24] [13] [17] [20] [21] Ours
S1 | 6864 | 7.136 | 7.072 | 7.584 | 7.724 | 6.573 | 7.340 | 7.175 | 7.016
S2 1 6979 | 7.725 | 7.070 | 7.536 | 7.685 | 6.421 | 7.393 | 6.976 | 6.937
S3 | 7.343 | 7.566 | 7.386 | 7.634 | 7.711 | 6.984 | 7.459 | 7.196 | 7.181
S4 | 6987 | 7.358 | 7.526 | 7.623 | 7.705 | 7.083 | 7.457 | 7.510 | 7.428
S5 | 7.357 | 6.601 | 7.527 | 7.690 | 7.672 | 7.294 | 7.607 | 7.391 | 7.357
S6 | 7.368 | 7.750 | 6.950 | 7.711 | 7.740 | 7.431 | 7.223 | 7.343 | 7.538

inferior than those obtained using the methods [13], [23],
[24]. This is primarily because these methods performed haze
removal as well as color correction. In contrast, our method
only performed color correction of underwater images; no
contrast enhancement processing was performed. In the future
research, we will explore techniques of contrast enhancement.

V. CONCLUSION

We proposed a method for color correction of underwater
images. We exploited exposure-bracketing imaging to fuse an
image that includes sufficient spectral information of underwa-
ter scenes. We performed color correction based on a linear
regression of the extracted gray pixels. Experimental results
showed the superiority of our color correction method over
the comparison methods. We also discussed the limitations to
our current method. In the future research, we will address the
remaining problems as well as exploring contrast enhancement
techniques.
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